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Outline	

•  Part	1:	A	report	on	the	AmLight	network	and	its	
u'liza'on	by	the	SAACC	community.	

•  Part	2:	An	update	on	the	LSST	End-to-end	project.	
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Part	1:	A	report	on	the	AmLight	network	and	
its	u'liza'on	by	the	SAACC	community.	



AmLight	network	updates	

•  Two	new	10G	links	have	been	added	to	the	
topology:	
– Sao	Paulo	x	Miami	(AtlanKc)	–	November	2015	
– Sao	Paulo	x	Miami	(Pacific)	–	December	2015	

•  A	new	100G	ring	BR	<-->	US	is	being	installed	
(updates	in	a	separated	presentaKon)	
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AmLight	network	updates	[2]	

•  Improvements	in	Chile:	Two	standalone	Brocade	
CES	switches	were	replaced	by	two	Brocade	
MLXe	switches	(chassis)	

•  All	AmLight’s	PoPs	have	the	same	hardware	
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AmLight	network	updates	[3]	

•  Improvements	at	AMPATH:	Cisco	Academic	
router	was	replaced	by	two	Juniper	MX480	
– A	more	resilient	and	scalable	environment	

6	

X	
Rou'ng	Cluster	



Fortaleza

Santiago

Sao Paulo

Miami

AMLIGHT LINKS
All links represented in this maps have 10Gbps of capacity

Current	Topology	

7	



UKlizaKon	of	the	network	by	the	
SAACC	community	
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AmLight	links	u'liza'on	(1	year)	



UKlizaKon	of	the	network	by	the	
SAACC	community	[2]	
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RTT	AMPATH	x	AURA	(1	year):	



UKlizaKon	of	the	network	by	the	
SAACC	community	[3]	
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Bandwidth	–	AMPATH	x	AURA	(1	year):	



	
	
	

Part	2:	An	update	on	the	LSST	End-to-end	
project.	



LSST	end-to-end	tesKng	plan	
•  Phases	1	and	2	general	updates:	
–  Phase	1:	Basic	Monitoring	
–  Phase	2:	SanKago	to	NCSA,	X	Mbps	Guaranteed	
Bandwidth		

– All	servers	follow	the	paeern:	
•  ps-lt.<SITENAME>.lhn.lsst.org	–	for	OWAMP	(VLAN	4001)	
•  ps-bw.<SITENAME>.lhn.lsst.org	–	for	BWCTL	(VLAN	4002)	

– More	tunings	to	the	servers	TCP/IP	stack	and	the	NIC	
card	were	applied	
•  Improvements	seen	on	the	results	of	bandwidth	tests	
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LSST	end-to-end	tesKng	plan	[2]	
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LSST	end-to-end	tesKng	plan	[2]	

•  PerfSonar	live	weathermap:		
– hep://ps-livemap.ampath.net	
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LSST	end-to-end	tesKng	plan	[3]	
•  Phases	1	and	2	general	updates:	

–  VLANs	4001	(OWAMP	tests)	and	4002	(BWCTL	tests)	extended	to	all	
sites	in	the	path	

–  Full-mesh	test	set	to	OWAMP	and	BWCTL	using	TCP	
•  OWAMP:	10	pps,	sample	60	seconds	(600	packets)	
•  BWCTL	TCP:	every	6h,	25	sec	duraKon,	ignore	first	5	sec	(TCP	slow	start)	

–  UDP	tests	between	Level3-SanKago	<->	NCSA,	and	REUNA	<->	NCSA	
•  1G	bandwidth,	20	sec	duraKon,	test	once	a	day	

–  Maddash	fully	operaKonal	
•  hep://ps-dashboard.ampath.net	
•  Checks	run	every	5	minutes	when	there	is	no	change	in	the	result	from	the	

previous	run	
•  A	result	must	be	seen	3	Kmes	before	changing	the	status.	
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LSST	end-to-end	tesKng	plan	[4]	
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LSST	end-to-end	tesKng	plan	[5]	

•  Conclusion	
– Phase	1	-	concluded	
– Phase	2	–	peak	4.9Gbps	bandwidth	from	SanKago	
to	NCSA	–	without	resource	reservaKon	
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LSST	end-to-end	tesKng	plan	[6]	

•  Next	steps:	
–  Start	the	monitoring	plan	-	LSST	OperaKons	and	
Management	Plan	
•  All	spans	in	the	physical	path	between	La	Serena	and	
Champagne	should	be	fully	documented	and	monitored	

–  Start	Phase:	3	-	SanKago	to	NCSA,	1Gbps	Guaranteed	
Bandwidth	
•  Needed:	Support	for	QoS	and	bandwidth	reservaKon	in	all	
network	operators,	including	AmLight:	
–  Currently,	AmLight	is	in	process	of	adopKng	an	OpenFlow	
soluKon	to	address	this	requirement.	SoluKon	expected	for	the	
end	of	the	year	
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