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SIMONS OBSERVATORY (SO) –– MULTIFREQUENCY MM SURVEY AND SCIENCE GOALS

Science:
• high-risk, high-reward
• Signature of  inflation  

SAT Survey: 
• low-dust 10% of  the sky
• Large-Scale polarization, B-mode

Science:
• Primordial perturbation
• Neutrino mass
• Relativistic species 
• Reionization
• Dark energy 
• Galaxy evolution
• Transients 
LAT Survey:
• 40% of  the sky
• Overlap with Rubin Observatory/LSST and other LSS

Periodic data releases: CMB, lensing maps, source and cluster catalogs, transient events



SIMONS OBSERVATORY (SO) –– SITE
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• Chajnantor platau, Atacama Desert, 
Chile @5,190m a.s.l.

• Ideal for ~half-sky 
measurements 

• Median precipitable water vapor 
~0.8mm

• Ideal for 20-280 GHz 
measurements 

ALMA

PolarBear/Simons 
Array

San Pedro de Atacama

CLASS

ACT
SO



Detectors:
70,000 dichroic detectors operating at 100 mK

LF (27/40 GHz), MF(90/150 GHz), 
UHF (220/270 GHz)

Small-Aper ture Telescopes (SATs)  
3 telescopes, 42-cm aperture, 35deg FOV, ~0.5deg resolution @ 150GHz
Cryogenic Half-Wave Plate to modulate polarization, 27-270 GHz detectors

Large-Aper ture Telescope (LAT)  
6m primary mirror, 8deg FOV, 1.5’ resolution @ 150 GHz
Largest cryogenic camera ever built for CMB experiments, 27-270 GHz detectors

SIMONS OBSERVATORY (SO) –– INSTRUMENTATION
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SIMONS OBSERVATORY (SO) –– LAT/LATR AT THE SITE
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High bay lab foundation SATP foundation

Mirrors are delayed, expected science observations to star t in 
2025



SIMONS OBSERVATORY (SO) –– 3 SATP AT THE SITE 
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• All 3 cameras are installed on the 
platforms!

• 2 had first-light and undergoing 
commissioning and testing

• 1 star ted deployment



SIMONS OBSERVATORY (SO) –– SO TIMELINE AND EXPANSIONS
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SIMONS OBSERVATORY (SO) –– SO TIMELINE AND EXPANSIONS 
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DATA RATES AND DATA VOLUME
• The data rate is dominated by detector time-streams (127,774 detectors) à 247 Mbps
• We baseline the higher data rate (red curve), but we could reduce it during operations depending on the instrument 

characterization
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DATA MANAGEMENT
Open source philosophy. Most software is public on 

the `simonsobs' GitHub account; Software 
Developers’ Guide.

• An observatory control system to monitor 
and acquire data; software for live data 
viewing.

• Hardware infrastructure for computing at 
the SO site, and use of CMB community 
resources at NERSC. 

• A software library to process raw time-
ordered-data.

• A simulator of time-ordered-data, and 
simulations of observed sky maps.

• Software to perform quality cuts and 
calibrations.

• Software to turn time-ordered data into 
maps. 
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DATA MANAGEMENT

NERSC

Princeton

UK
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SATS HAD FIRST LIGHT!
• All 3 cameras are installed on the platforms!

• 2 had first-light and undergoing commissioning and testing
• 1 star ted deployment

• Data is moved over the internet/SneakerNet and/or analysis done at the site. 
• We are looking forward to star t flowing the data through the fiber link!
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BACKUP
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DATA MANAGEMENT
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DATA MANAGEMENT
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DATA MANAGEMENT


